Reasoning about Probabilities of Transitions and Observations: 
Backward Algorithm
Spelling recognition and the spelling model: The diagrapm below depcits the transition probabilities of a spelling model regarding how a particular person P may type a 3-character word abc as depiced in our class handout on HMMs for spelling recognition. The information provided by the diagram correspond to the information encoded in vector π and matrix A in Rabiner’s tutorial paper on HMMs where Rabiner describes a HMM in terms of (π , A , B).
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Figure 1: The spelling model regarding the word ‘abc” with
the parameters degy, = 2, Prepear = 0.2, a0d Prroveon =
08





Spelling recognition and the keyboard model:
In the following, let’s use a simplied 1-dimensioal keyboard of only 4 keys a, b, c, d as depiced in the simplified example in our class handout on HMMs for spelling recognition. The information provided by tsuch keyboard mdeol corresponds to the information encoded in matrix B in Rabiner’s tutorial paper on HMMs where Rabiner describes a HMM in terms of (π , A , B).
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Question: 

Use the backward algorithm described in pages 262~263 in Rabiner’s tutorial paper to determine the probability of seeing the character string bbd (i.e. observation sequence O: ReadyToType(b(b(d(EndOfWord) when the person tries to type the word abc. See the guidelines and the steps depicted in the following pages.

Note: By finishing Step 5 in the end, the final probability for the first column ( ReadyToType ) and the first row ( state I ) in the table is the final answer, which should be the same as that for Question 5 in Homework #2A and the same probability you found as the result in Homework #2B.

( 

In other words, the forward algorithm and the backward algorithm both solve Problem #1 in Rabiner’s paper to reach the same answer.
Probabilistic Inference with the Hidden Markov Model 

We need to determine the probability of seeing the character string bbd (i.e. observation sequence O: ReadyToType(b(b(d(EndOfWord) while going through 5 underlying hidden states (state sequence Q: I(?(?(?(F of length 5) starting from state I and ending in state F. According to the backward algorithm, you should follow the approach below and complete all the steps below to determine the probability. This probability is also the probability pr(bbd |P, W= abc) that bbd is the result of person P typing the word abc.

Approach:

Incrementally determine the following probabilities: 

the probabilities of starting in state I, state a, or state b, or state c, or state F then visiting the last state and seeing EndOfWord, 

the probabilities of starting in state I, state a, or state b, or state c, or state F then visiting the last 2 states and seeing d (EndOfWord, 

the probabilities of starting in state I, state a, or state b, or state c, or state F then visiting the last 3 states and seeing b(d (EndOfWord, 

the probabilities of starting in state I, state a, or state b, or state c, or state F then visiting the last 4 states and seeing b(b(d (EndOfWord, 

the probabilities of starting in state I, state a, or state b, or state c, or state F then visiting the last 5 states and seeing ReadyToType(b(b(d (EndOfWord, 

Step 1: Calculate the probabilities of starting in state I, state a, or state b, or state c, or state F respectively as the last state and seeing EndOfWord:
	
	ReadyToType
	b
	b
	d
	EndOfWord

	State I
	
	
	
	
	1* bI EndOfWord   = 0

	State a
	
	
	
	
	1* ba EndOfWord   = 0

	State b
	
	
	
	
	1* bb EndOfWord   = 0

	State c
	
	
	
	
	1* bc EndOfWord   = 0

	State F
	
	
	
	
	1* bF EndOfWord   = 1


Step 2: Calculate the probabilities of starting in state I, state a, or state b, or state c, or state F respectively, visiting the last 2 states and seeing d( EndOfWord:
(
	
	ReadyToType
	b
	b
	d
	EndOfWord

	State I
	
	
	
	(  

  0*a I I  +
  0*a I a  +

  0*a I b  +

  0*a I c  +

  1*a I F
)  *  bI d
	0

	State a
	
	
	
	(

  0*a a I  +
  0*a a a  +

  0*a a b  +

  0*a a c  +

  1*a a F
)  *  ba d
	0

	State b
	
	
	
	(

  0*a b I  +
  0*a b a  +

  0*a b b  +

  0*a b c  +

  1*a b F
)  *  bb d
	0

	State c
	
	
	
	(

  0*a c I  +
  0*a c a  +

  0*a c b  +

  0*a c c  +

  1*a c F
)  *  bc d
	0

	State F
	
	
	
	(

  0*a F I  +
  0*a F a  +

  0*a F b  +

  0*a F c  +

  1*a F F
)  *  bF d
	1


(
	
	ReadyToType
	b
	b
	d
	EndOfWord

	State I
	
	
	
	0
	0

	State a
	
	
	
	  1*a a F * ba d
=0.11*0.04

=0.0044
	0 

	State b
	
	
	
	  1*a b F * bb d
=0.27*0.02

=0.0054

	0

	State c
	
	
	
	1*a c F * bc d
=0.8*0.04

=0.032

	0

	State F
	
	
	
	0
	1


(
	
	ReadyToType
	b
	b
	d
	EndOfWord

	State I
	
	
	
	0
	0

	State a
	
	
	
	0.0044
	0 

	State b
	
	
	
	0.0054
	0

	State c
	
	
	
	0.032
	0

	State F
	
	
	
	0
	1


Step 3: Calculate the probabilities of starting in state I, state a, or state b, or state c, or state F respectively, visiting the last 3 states and seeing b(d( EndOfWord:
	
	ReadyToType
	b
	b
	d
	EndOfWord

	State I
	
	
	(  

  0*a I I  +
  0.0044*a I a  +

  0.0054*a I b  +

  0.032*a I c  +

  0*a I F
)  *  bI b
	0
	0

	State a
	
	
	(

  0*a a I  +
  0.0044*a a a  +

  0.0054*a a b  +

  0.032*a a c  +

  0*a a F
)  *  ba b
	0.0044
	0

	State b
	
	
	(

  0*a b I  +
  0.0044*a b a  +

  0.0054*a b b  +

  0.032*a b c  +

  0*a b F
)  *  bb b
	0.0054
	0

	State c
	
	
	(

  0*a c I  +
  0.0044*a c a  +

  0.0054*a c b  +

  0.032*a c c  +

  0*a c F
)  *  bc b
	0.032
	0

	State F
	
	
	(

  0*a F I  +
  0.0044*a F a  +

  0.0054*a F b  +

  0.032*a F c  +

  0*a F F
)  *  bF b
	0
	1


(…
Step 4: Calculate the probabilities of starting in state I, state a, or state b, or state c, or state F respectively, visiting the last 4 states and seeing b(b(d( EndOfWord:
(….
Step 5: Calculate the probabilities of starting in state I, state a, or state b, or state c, or state F then visiting the last 5 states and seeing 

ReadyToType(b(b(d (EndOfWord, 

(….
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